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Abstract

This study 1s concerned with Arabic phonology.

In particular it deals with morphophonemic alternations
in standard Arabic and Kuwait dialect. The research is
carried out within the framework of generative phoﬁology.
The work is arranged in four parts. Part one is a
theoretical introduction which includes an outline of
the different views on the phoneme since early in the
century, phonemic analyses, taxonomic and systematic,
the different variants of the phoneme, and the different
thoughts on treating alternations are all reviewed.
Similarly, an outline is provided on the theory of
generative phonology. The first impression of it - the
transformational view -~ and its strong abstraction is
discussed. The other version of generative phonology -
the natural view - which came as a reaction to the trans-
formational abstractness is also outlined.

Part tweo 1is devoted to standard Arabic. It is
divided into two sections. The first of which deals
with the phonological system. This includes a discussion
on the vocalic system, the consonantal system, the
syllable structure, assimilation and stress. Section
two deals with the morphophonemic alternations in the
language, both masculine and feminine.

Part three is concerned with Kuwait dialect. It is
also divided into two sections, the first of which
discusses the phonological system of the dialeét in the

same way that the first section of part two discusses




the phonological system of standard Arabic. Section two of
part threé deals with the morphophonemic alternations in the
dialect in the same way that section two of part two deals
with the morphophonemic alternations in standard Arabic,
Part four attempts to account for the phonological
dissimilafities between standard Arabic and Kuwait dialect.
Such dissimilarities are grouped under: emphatic influence,
phonemic merger, phonemic split, vowel insertion and

deletion, vowel raising, syllable structure, and neutral-

ization.
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Preface

Obviously, every speaker knows his language perfectly
and is capable of recognizing what is and what is not correct.
However, in every day communication, speakers conversing with
one another do make mistakes, slips of the tongue, etc. due,
maybe, to personal or societal reasons or both.

This actual use of language in concrete situations, or
what the speaker/hearer actually does is termed "performance'.
Performance is not of the greatest interest to theoretical
linguistics, although it is studied in greater detail in
sociolinguistics;(U |

Human brain has the capacity tc acgquire and master
language, to interpret infinite number of sentences and to
produce perfect language. The objective of any linguistic
investigation is primarily to reveal what transformational
grammarians call 'the tacit knowledge' of the native speaker
about his language. This knowledge, which is also térmed
'competence', is described as psychological, perfect and
normally unconscious {(Chomsky and Halle 1968). It is this
native speaker's competence which underlies his performance,
and which the linguist wishes to describe and to state
systematically, and in as simple and economical set of rules

as possible.

(D "ﬂ\wt 5 {znju('utl-b anaﬂﬂ.}l‘s ﬂaes b@johpe Z‘[Lq,]aéo’nﬁt—l‘o
mem i order to establish the rides of « €a44y_
wage .




Part One

Introduction

The phonéme

The literature on phonology seems to show that. all
phonologists differentiate between two areas: phonetic
units (phones), and phonemic units (phonemes). But they
have different views on the basic assumptions about the
nature of phonology.

The phoneme has been looked at in a lot of different
views. The main views of defining the phoneme can be out-
lined as follows:

The mental view

Baudouin de Céurtenay and his followers (e.g. Sapir) (1
consider the phoneme from a psychological point of view.
That is, as a mental reality, the intention of the speaker
or the impression of the hearer. or both. So, an image of
the sound is idealized in the mind of the native speaker.
This view has been criticized later (2). For example,
Twaddell (1935) believes that the mental view '"fails to

meet the requirement of methodological feasibility".

Furthermore, he accuses it of trying to identify an identity

(i.e. the mind) which is inaccessible. And thus the view

was considered a guess which ensures no advantage.

(1) 1In their early works Trubetzkoy and R. Jakobson

followed the mental view of the phoneme, but later they

both abandoned it.

(2) By.the American structuralists.




The functional view

The 'refined' view of the Prague school in defining the
phoneme seems to be summed up in Trubetzkoy (1939) where the
phoneme is looked at neither on the basis of its psychological
nature nor on the basis of its relation to the phonetic
variants but purely and solely on the basis of its function
in the system of language.

In "Project ..." TCLP ‘1’ IV the phoneme is defined as
the minimal phonological unit "unités phonologique non
susceptible d!'étre dissociée en unités phonclogiques plus
petites et plus simples'". Prague phonologists are clearly
influenced by F. de Saussure. They established 'phonological
opposition', defined as a difference of sound which may
distinguish meanings. This phonological opposition, according
to them, is the fundamental concept upon which other defini-
tions were to be based.

The analysis in terms of distinctive features is
characteristic og?gfague school. This has been rejected by

Bloomfield and most of his successors as purely phonetic.

The physical view

For D. Jones and L. Bloomfield, the phoneme is a physical
unit. Jones, who is interested in language teaching and
orthography (like K. Pike) defines the phoneme as a family

of sounds which are related in character and are used so

that no one member ever occurs in a word in the same phonetic

context as any other member.

(1) Project d'une terminologie phonologique standardisde.
Travaux du cercle linguistique de Prague 1IV.




Unlike Prague phonologists, he did not mention the
distinctive function of the phoneme in his definition, but
in fact we can say that according to Jones the distinctive
function is used in determining speech sounds. This is
clear from the fact that he considers the discovery of
minimal pairs the fastest and safest method of establishing
the phonemes of a language.

Bloomfield (1933) defines the phoneme as "a minimum
unit of distinctive sound-feature ... these distinctive
features occur in lumps or bundles"™ P.7%. On another
occasion he calls it '"the smallest unit which makes a diff-
erence in meaning' P.136.

A nuwmber of

Kthe American structuralists reject the view that the
phoneme is a physical unit. Twaddell (1935) believes that
the physical features of the phonemes have not been found
experimentally. His own view of the phoneme is that it ié

& . . N . . »
an abstractional fictitious unit.

The class view

Most of the American structuralists (the post-
Bloomfieldians) share the notion of "class'" constituting
the phoneme. But they used different methods for estab-
lishing them. Bloch (1948) believes that a class rather
than a feature is what constitutes the phoneme.

Bloch and Trager (1942) define the phoneme as "a class
of phonetically similar sounds contrasting and mutually

exclusive with all similar classes in the language'.

Comment

O0f all four views above, the function and class views

seem to me to be the most practically appealing ones,
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particularly the latter; and it is adopted by the generative
phonologiéts.

However, Twaddell's criticism of the mental and physical
views does not seem to be good enough to reject them;
although it is clear that in terms of practice, the mental
view is of little help. I would argue, though, that his
criticism of them is rather short-sighted. This is because
the fact that the mind is inaccessible now, and the physical
features have not yet been found experimentally does not
mean that the mind does not perceive an image of the phoneme
and the physical features of the phoneme do not exist.

Twaddell's mistake, it seems, is thaf he took human
knowledge, at a certain stage, to be an unquestionable law.
In reality, nobody can tell whether or not human knowledge
is going to be advanced enough as to explore mind in this
respect or to analyse - in complete detail - the speech
organs.

Furthermore, Twaddell's own definition of the pﬁoneme
ag an 'abstractional fictitious unit' dcoes not seem to have
a lot.of merit - aﬁd that is using his own argument against
the mental and the physical views. 1In other words, an
abstractional fictitious unit has not yet been found
experimentally.

I believe that all the views above - including
Twaddell's - are acceptable depending on what angle one is
looking at the phoneme from. In practiée, however, i.e.
phonological analysis, the class view seems to be the most

helpful of them all and the one that is still in fashion.
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Allophones

All phonologists of ﬁarious schools recognise the fact
that there are "forms" of one and the same phoneme. Such
forms appear in specifiable circumstances. The terminology
of such forms differ from one school to another. Prague
school calls them variants (combinatory and facultative).

Daniel Jones calls the variety of sounds a speaker uses
'variphones and diaphones'. Blcomfield was not much interested
in these forms of the same phonemes. He mentioned ’seconda:y
phonemes' by which he meant stress and tone (1933) pp.90-92.
The successors of Bloomfield use the term 'allophone' for a
phonetic realization of a phoneme in a particular environment,
This term is the most used in recent = works and will
be adopted in this study. Example of an allophone:

In Spanish the voiced stops /b/ /d/ and /g/ spirantize

into [B1 [%] and [¥] in intervocalic position.

banca 'bench! [la gankal "the hench'
demora tdelay! [la ¥emoral 'the delay'
gana 'desire! {la ¥anal ‘the desire!

That is, the intervocalic position is responsible for
the spirantation of [, and Y], elsewhere they do not
spirantize. Accordingly [A]l, [%] and [¥] are allophones

of the phonemes /b/, /d/ and /g/ respectively.

Free variation

When two forms appear in the same environment without
changing the meaning, they are called free variants.

In Englisﬁ, final voiceless stops occur both aspirated
and unaspirated. [maep'] or [map°®] 'map' [caet'] or [caet®]

‘cat!'.
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These different phones do not affect the phonemic

iﬂventor\j of a language (1).

Overlapping

Bloch (1941) points out that it is possible to assign
one phone once to one phoneme and another time to a different
phoneme depending on the environment.

In Danish /t/ and /d/ in syllable - final position are

pronounced [d] and [®] respectively.

/hat/ [had] 'hat'

/had/ [ha®] 'hate'
but

/tag/ [tagl ‘roof!

/dag/ [dag] 'day'!

Accordingly, [d] of 'day' must be assigned to the phoneme
/da/, but [d] of 'hat!' must be assigned to the phoneme It/
This shows that it i1s not possible to predict what

phoneme a given phone will be assigned to on the basis of
its phonetic character alone. Instead one must evaluate the
phonetic data on the basis of the whole phonological system

of the language (cf. 'biuniqueness' in Chomsky (1964).

Neutralization

a) Partial: that is overlapping.
b) Complete: that is when successive occurrences of a sound
in the same environments are sometimes assigned to one

phoneme, and sometimes assigned to another phoneme.

(1) Labov (1971) suggests that free variants often have
sociological significance.
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An example of complete neutralization would be the phonemes
/d/ and /t/ in English, in an intervocalic position as in

rider/writer or bedding/betting in American English.

Grammar and phonemic analysis

Hockett (1942) makes it clear that phonological analysis
must not assume any part of the grammar. He, and other
phonologists, who follow the same line of thought, do not
believe in 'mixing the levels' in linguistic research. To
them, a phonemic analysis should be justified on the basis
of phohetic grounds only. So, they established a 'discovery
procedure! which progresses by well-defined steps and by
which the elements of a given text can be isolated and
classified. Some of them, e.g. Harris, Bloch, Hodge treat
junctures as phonemes. Briefly, their theory requires four
conditions for phonemic analysis:

1. Linearity: each sequence of a phoneme is associgted
with one or more phones such that if (A) follows (B)
then the phone(s) with (A) also follow(s) those with (B).

2. Invariance: each phoneme is associated with a set of
definite features which is present whenever the phoneme
occurs.

3. Biuniqueness: each sequence of phones 1s represented
by a unique sequence of phonemes and vice versa.

4, Local determinacy: the unique phonemic representation
corresponding to a given phonetic form can be determined
by purely phonetic considerations.

Later phonologists, especially the transformationalists'

school, reject the above outlined principals for phonological
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analysis calling it 'taxonomic phonemics', a term which
implies an accusation that earlier schools i.e. Prague and
Bloomfield, and his successors were concerned only with
segmentation and classification of phonetic data. Con-
sequently achieving only observational adequacy.(l)

Let us look briefly at the transformationalists' reaction.
To discard the claim that grammatical information is not
necessary, it is pointed out that for some words in English,
stress placement cannot be predicted without reference to

grammar. Consider the following:

Noun Verb
' ”
object object
- Fe
protest protest
/ -
subject subject

S0, when the word is a noun, stress falls on the first
syllable, and when it is a verb it falls on the second.

In Nupe (Hyman, 1970 a) /s/ is pronounced [§]~before
/i/ e.g. /si/ — [€i] 'to buy', but /sa/ ‘to cut', is
proncunced [sal]. Nupe creates nouns from verbs by process
of reduplication, e.g. [$i] 'to buy' —» 5i&i 'buying
(the vowel in the reduplicated prefix is frequently [i].
However, when a verb like /sa/ 'to cut' is reduplicated it
is pronounced [sisal and not ?éisa} as one would expect.
Moreover, [5isa] meaning 'to buy a chair' exists in Nupe.
Thus, if we wveJQ?;ely entirely on phonetics we will be

forced to conclude that the difference between [s] and [S]

is distinctive because [sisal and [fisal] constitute a

(1) Jérgensen, E.F. (1975)
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minimal pair. Hyman argues, thus, that such a minimal pair,
which is ﬁossible only when one of the forms is a noun
derived throughﬁ%uplication, should not be allowed to destroy
the complementary distribution of [s] and [&] in the language,
which is otherwise completely general. So, with a minimum
grammatical information, i.e. Nupe speakers palatalize /s/
to [§] before /i/ except in such cases of duplication, we
can predict when to find [s] and when to find [5].

Grammatical boundaries (junctures) should be known in
phonemic analysis. Consider the following example from

fe?fe? - Bamileke (Hyman 1975).

(A) pd - 'hand' mbo 'hands'
pé: 'accept! mbe : taccept!
p%a 'two! ntam p&a 'two hearts’
pi: 'profit? tam pi: 'send the profit’
(B) vap 'whip! vabi ‘whip him/he?‘
ggap 'hen' géabﬁ 'my hen'
pu: ‘children' pe: pu: 'accept the children'.
In (A) we notice that "p — b/m~—" but this rule could

not apply where there is a full word boundary as in the last
two examples, ''ntAm ## pwa' and "tUm ## pi:"., Similarly, '
in (B), "p -» b/v-v" and this could not apply where there
is a full word boundary as in the last example "pe: ## pﬁ:.
Thus, the internal word boundary did not block the application
of the rule, while the full word boundary does. Therefore,

by reference to boundaries (grammatical information) we can

be saved from the mistake of assigning 'b' and 'p' as two

phonemes which the phonetic data alone would suggest.
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Also, in words like 'bedding' and 'betting' one must know 1if

'bed' and 'bet! are words (morphemes) that exist by themselves.

And this is of course grammatical information.

As for treating junctures as phonemes, and excluding
grammatical information, as in some worksof Harris, Bloch
and Hodge, it was later pointed out by Pike (1947) fhat to
follow such a line of thought means that the analyst writes
spaces which he does not hear. He would locate the spaces
properly only if he uses his knowledge of the grammar, other-
wise he.would locate a lot of spaces in the wrong places.
Further, those who adhere to grammar exclusion in phonemic
analysis seem to be unable to put their theory into practice.
In their analyses they failed to account for the junctures and
to describe them without reference to grammar. Accordingly,
no solid ground could be found for considering Jjunctures as
phonemes. Pike asserts "in many languages certain grammatical
units -~ say 'words' have as one of their characteristics the
induction of subphonemic modification of some of the sounds.
When modifiable sounds happen to occur at the borders of
such units, the juncture becomes phonologically recognizable"
Pike (1947). However, it has been known as "Pike heresy"
that morphological boundaries must be considered in the
establishment of phonemes, and prosodic features and junctures
in particular cannot be described without doing this, Put
ﬁriefly, phonological facts are interwoven with grammatical
facts.

Chomsky (;964) criticized the four conditions of

taxonomic phonemic theory as follows:
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1. If the linearity condition is to be maintained, then
tcan't', which is sometimes realized as [kZet] might be
analysed as /kK%et/ instead of the correct form /kant/.

This is because there is no phonetic basis for locating
the vowel nasality after the vowel itself. Also, in
writer/rider, the phonetic difference lies in the
diéﬁhong, but phonologically it should be related to the
following consonant.

2. The invariance conditicn can be dispensed with by the same
examples mentioned in the linearity condition above and
by . examples of partial overlapping.

3. The biuniqueness condition is criticized because it rules
out a morphophonemic representation as the only phono-
logical representation as, generally, it is not related to
the phonetic representation biuniguely.

4. The local determinacy condition is similar to 3. above.
That is partial overlapping determined by phonet?c
environment is generally permitted, but grammatical conditions

are rejected.

Morphophonemics
Morphemes are the minimal meaning - carrying linguistic
forms, e.g. 'wife' (concept: married woman). If there are

more . than one form, belonging to the same meaning and are in
complementary distribution, e.g. 'wife/wives' then they are
called morphs (concept: e.g. sg. pl.) of the same morpheme
.Hockett (1947b). Accordingly, morphs are the minimal

meaning - carrying units, It should be pointed out that
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morphs do not have.to be phonetically similar. ‘'Wife/wives'
are members of the same morpheme and so are the plural
endings '-s' and '-en', and also the suppletive forms go/went.
Morphs bélonging to the same root morpheme are called allo-
morphs (concept: e.g. sg. ¢, pl.s). Allomorphs, then, are
members of the same morpheme just as allophones are members
of the same phoneme. That is an allomorph is a variant of a
morpheme occurring in certain pos itions.

However, it is not always easy to divide a word into
morphs., As a word like '"beautifully" is divided into
*beauti-ful-l1ly', there are other cases which are less
straightforward. Examples like 'fish', 'sheep' and the tense
in verbs like 'put' and ‘'cut' have what Hockett (1947b) calls
zero-morphs. "Examples like !'speak/spoke', 'man/men' have
what is called replacive morphs. (1) It should be pointed
out though, that the label 'morph' is not widely used. ‘
Instead, 'morpheme; is used for both lexical and alternant
cases.

It was Bloomfield (1939%) who set a special level in
linguistic analysis which is separate from phonemics and
called it morphophonemics. The basic units at this level are
morphophonemes. It is a particular method of describing alter-
nations; and, in essence, it is quite similar to Prague school
morphonology, Trobetzkoy (1931). Example:

In German, voiced obstruents are devoiced in syllable~
final position,. for example, 'rat', ‘advice', and 'rad' 'wheel'

are both pronounced [ra:t]l. Here, the final 't' has to be

(1) Zero and replacive morphs are called by Bloomfield zero
and substitution alternants respectively.
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accounted for. Prague school introduced what is called

an archipﬂoneme represented as a capital segment, i.e. 'T

in this case, which, as far as voicing is concerned, is [zero
voiced], but shares all the properties common to both

phonemes /t/ and /d/. Thus /ret/ and /rad/ will be represented
as /ra:T/.

The American structuralists, on the cother hand, have to
represent both as /ra:t/. This is because they
adhere to the principle that the phoneme is a class of phon-
etically similar sounds. And that in fact rules out complete
overlapping, i.e. neutralization.

However, the two solutions above fail.to explain ade-
quately the fact that the 't' in [rot] 'advice' alternates
with 't' i.e. it is underlying /t/; while the 't' in [rat]
'wheel' alternates with 'd', i.e. it is underlying /d/.

To solve the prob}em, then, a rather abstract level called
'the morphoph0ﬂ5?$;§el‘ was introduced. The main idea is to
make it possible to give one representation to each ﬁorpheme
and consider it the base; and derive all other allomorphs
from that base. The basic representations for the German
examples, then, can be {raT} where 'T' is a morphpphoneme
which is sometimes i.e. specific environments, represented

by /t/, and sometimes by /d/.

The generative view

The generativists look at the grammar‘of a human language
as "a system of rules that specifies this sound-meaning
correspondence". Chomsky and Halle (1968). Further, a
grammar should not only be descriptive but also capable of

predicting all possible sentences, and rejecting unacceptable
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ones. This is the cére of generativeness, and descriptive

methods are dealt with from this point of view.

Levels of adequacy postulated by Chomsky (1964) are taken
into consideraticn by generative analysts. Here is an outline
of these levels:

1. Observational adequacy: a description which accounts for
the units in a given corpus. For example, a rule which
states that in a combination of 'b-ik' in English, only
'r' is found.

2, Descriptive adequacy: to establish more general rules
which go beyond the data and account for the actually
found forms and permit the prediction of non-occurring
ones. An example of such rules is: ‘'only a liquid can
occur between 'b' and a vowel in English'.

3. Explanatory adequacy: this concerns the theory, not the
individual grammar. To achieve this level of adequacy,
there must be basis in the theory according to which a
descriptiveiy adequate grammar is selected among}observa;
tionally adequate ones. For example, a rule which says that
only a liquid occurs between 'b' and a vowel, is better
than a rule which says that only 'r' can cccur in the
combination 'b-ik'., That is,the former rule is more general
and explicit than the latter.

In generative phonology, the analysis is morphophonemic,
that is, one underlying form is set up for each morpheme, and
all other forms can be derived from that basic form.by rules.
Postal (1968) put it clearly that "phonological structure is
essentially 'morphophonemic! in character, i.e. that it is

concerned fundamentally with the question of how the pronun-
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ciation of whole sentences is predicted from the inherent
phonologicél properties of individual morpheme.' p.197.

This line of thought, obviously, presupposes a division
of inflection and derivation into minimal units and grammatical
analysis, and is more connected with the lexicon than tradi-
tional phonemic analysis. However, unlike traditional phono-
logists, what interests those in the generative school is not
"systems of units", but the structure of morphemes and the
rules which convert a given underlying form into various
surface forms,

However, in establishing the underlying form for a word
there are four points that should be taken into consideration.
They are:

1. Predictability: that is to choose a phonological alterna-
tion to be the underlying form, if other alternations can
be predicted. For example, if the German "ra:t'", 'wheel'
is represented phonemically as /ra:t/, and we know the
't' alternates with 'd' intervocalically, then apart

from a need for a rule of voicing the 't' in certain
‘positions, 'ra:t'is phonetically similar to another word
meaning 'advice', and whose final 't' does not alternate
with 'd'. Here it would be impossible to predict WhicH
't' alternates with 'd', and which 't' does not.
Accordingly, representing the German word for wheel as
/ra:d/ is much more reasonable because we need only one
rule to devoice the 'd' in final positions.

Economy: this means fewer phonemes; and an analysis

which establishes fewer phonemes usually has a lot more

complexity in. phonological rules. For example, it is
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more economical and simpler to represent the English word

'sing' as /sing/ rather than

representation i.e. /sing/ a
assimilation is needed which
rule which deletes the final
to accept the representation

inserted in but not

/sig/. For the former
rule of homorganic nasal
yields {sigg] and another

However, if we were

lgl.
/siy/ then a 'g' must be

in

'longer! 'singer'. Further, if

only /ng/ is postulated, then the 'g' would be deleted
in 'singer' but not in 'longer'.

3. Pattern congruity: this point requires that a solution

conforms to the overall pattern of the phonological
system. For example, as mentioned in 2. above, if we
accept a phoneme /9/ we cannot explain why it does not

appear initially like /m/ or /n/. But accepting /ng/

suggests that the phonetic form [g] does not appear

initially simply because /mb/, /nd/, and /ng/ do not

appear initially, and this is a general overall pattern
in the language.
4, Plausibility:

this point favours a solution which appears

to be more natural. For example, deriving [8] from /s/
before front vowels
s —> éﬂ—[i}.. That

On the

is a natural assimilatory rule, i.e.

is in [31i] both segments agree in
palatality. other hand, to say that § — s does

not seem to be plausible or a natural assimilation.

N. Chomsky and M. Halle (1968) advocate a theory of
transformational generative phonology (henceforth TGP).
Under that theory, phonological rules apply sequentially,

each rule applies only once and on the output of a previous
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rule. The distance between the U.F. and the S.F. can be

little (where the analysis would be termed concrete), or it

can be very wide indeed (and the analysis would be called
abstract). To an extent, the concreteness and the abstractness
correspond to item-and-arrangement and item-and-process
respectively. Let us look at some examples:

Concrete analysis

Here, the alternating morphophonemes are actually stated
in the U.F. The S.Fs are then derived by rules that select
one alternant in each environment. For example, the U.F. fof
‘electric' alternating with ‘'electricity', 'electrician'

would be as follows:
‘k
/electri s \/

The disjunction in the item-and-arrangement is represented
at the level of the allomorph, that is /electrik/w~ /electris/
« /electris/. |

Such an analysis, which uses disjunctive U.Fs tenﬁ to make
morphophonemic representation maximally concrete, e.g.
Trobetzkoy's morphophonemes.

However, the concrete analysis has been criticized for
being redundant. That is, the information is given twice;
once in the U.F. and once more in the derivation. This might
be understood as indicating exceptions.to regular processes,
i.e. when a morpheme does not undergo an alternation where it
should have done so, its U.F. is made to exclude this alter-
nation. Accordingly, this approach makes an exception to

everything it applies to.
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Abstract analysis

TGP is known to be a very powerful theory which allows
a great deal of abstractness. To take but a few examples,
the word "resign'", which can be transcribed phonetically as
[riyzayn]l, was given the U.F. /re=sign/. That is,[iy] is
assigned U.F. /e/, a morphological boundary is imposed /=/
and [ay] 1is assigned U.F. /ig/, i.e. a completely different
vowel with a consonant which is not realized phonetically.

Lightner (1971) suggests to assign U.Fs. for English
from proto-Germanic stage. For example, the alternation

between [£] and [pl, [31 and {t], and [h] and (k]:

foot pedestrian
father paternal
full plenary
mother maternal
father paternal
brother fraternal
heart cardiac
horn unicorn
hound canine

Although this is hard to accept, the main point seems to
be that this thoery knows no limits.

Finally, another example of abstractness is the analysis
of Nupe by Hyman (1970). He states that the morpheme
structure of Nupe is (V)CVCV, and that structure is violated
by the clusters CW and CY which occur only before /a/. He
also states that in Nupe consonants are labialized before

rounded back vowels, and palatalized before unrounded front

vowels. That is:
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+rnd, v
[fcons.] -9'[}high:]/ — [+rnd.]

-back v
[+cons.] — +high] / _ [-back]

Accordingly:

k — kw/—{u}
o)
i

K - ky/w{e}

Ete.

He then pointed out that before /a/ there is no such comple-
mentary distribution but a three-way contrast CW, CY and C.

For example:

egwa ‘hand!
egya 'blood!
ega 'stranger'

To account for this phenomenon, ﬁyman invents two phonemes,
/2/ and /efgind claims that each of these phonemés is the -
U.F. of an [al in the S.F. That is, /2/ is the U.F. of [a]
where labialization takes place, and /&/ is the U.F. of [al
where palatalization takes place. This is as well as another
phoneme which is /a/ in both U.F¥F. and S.F. and before which
no labialization or palatalization takes place. Further,

Hyman thinks that />/ and /e/ neutralize absolutely to [a] in

the surface. That is:

(‘7/3/ ‘s aShort back AD.L)-F OFQ/V\ D‘;QMMJ-&J VON€/€~
(81 /s o short fromt half open spréad vowel.
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A +back
[+1low] ~—» | —-rnd.

In reality, the phonemes which Hyman invents do not exist in
the Nupe ianguage, and the Nupe speakers do not know them.
Furthermore, Hyman himself states that those phoneme do not
have any historical existence in the language; ”the‘positing
of /2/ and /g€/ is clearly unjustified from a purely historical
point of view'" (Hyman 1970 p.67).

It seems clear then that according to TGP the analyst
would feel free to the extent that he can posit to a S.F. an
U.F., which may never have existed either in-the synchronic or
in the diachronic data of the language. This would imply that
there are no limits whatsoever, and one can relate the S.F.
to anything one fancies and explain the data according to what
one believes to be the case. With such examples cof abstract-
ness in mind, one feels justified to believe that TGP is ‘
capable of accounting for almost any data, even if it is not
a natural language.

The power of TGP has been realized gquite early in the
early stages of the theory; and consequently not only con-
straints were set up to limit the abstractness, but also a
different branch of generative phonology was introduced in

the early years of the last decade.
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Constraints on TGP

Kiparsky (1968a) accepts, as a linguistic fact, the
phenomenon of context-sensitive neutralization (which he
calls contextual neutralization) where two distinct segments
merge into one, but only in specific environments which are
phonologically or morphologically conditioned, and elsewhere
each segment is retained. For example:

Phonologically conditioned

In German, obstruents are devoiced word finally.

rat tadvice'
rad *wheel!
both words are pronounced [ra:t]. But the final underlying

obstruent /d/ is retained when something is added, e.g. the
plural suffix:

rate 'advices'

réder 'wheels'

Morpholeogically conditioned

In K.D. 'i:' and 'u:' which appear in the imperative mood

are Collap§e& to "a:" in the past tense.

Imper. Past

gi:l ‘carry' Ea:l 'he carried’
sSg. masc.

ruth 'go! ra:h ‘he went'

i:.lay 'carry' Sa:.lat ‘'she carried'
sg. fem.

ru:.hay 'go' ro:.hat 'she went'

Kiparsky rejects absolute neutralization where two identical
segments are related to different U.Fs. just to satisfy the
requirements of a rule. This is because certain predictions

of change in phonological systems based on absolute neutra-



















































































































































































































































































































































































































































































































